
 

    

    

    

    

    

    

    

MICROINSURANCEMICROINSURANCEMICROINSURANCEMICROINSURANCE    DECISIONS: DECISIONS: DECISIONS: DECISIONS: 
EVIDENCE FROMEVIDENCE FROMEVIDENCE FROMEVIDENCE FROM    ETHIOPIAETHIOPIAETHIOPIAETHIOPIA 

 

 

 

 

Daniel Clarke  

and Gautam Kalani

  R E S E A R C H 

PAP E R  No . 1 9 

M A Y  2 0 1 2  



 

2 

 

MICROINSURANCE DECISIONS: EVIDENCE FROM ETHIOPIA 

 

DANIEL CLARKE AND GAUTAM KALANI
1
 

 

ABSTRACT 

We review experimental evidence collected from a framed microinsurance field experiment using poor subjects in rural 
Ethiopia. We find the shape of demand for index insurance to be broadly in line with predictions of DARA expected 
utility theory (EUT), for example by being hump-shaped in wealth. However, the level of demand for index insurance is 
higher than predicted by EUT. The pattern of demand is consistent with recent experimental evidence from developing 
countries suggesting an S-shaped probability weighting function, with underweighting of extreme events. Additionally, 
we find that higher background risk is associated with higher indemnity insurance take-up and that participants choose 
more insurance cover in the group index and indemnity decision problems than in the individual decision problems. 
These results have positive implications for the `puzzle' of low demand for actuarially unfair weather index insurance in 
developing countries, and normative implications for the design and sale of microinsurance products. 

 

1. INTRODUCTION 

Over the last ten years a variety of institutions have piloted the sale of weather indexed insurance policies to poor 
farmers, under which the net transfer between insurer and policyholders depends only on readings from a contractual 
weather station. However, despite the substantial welfare benefits that could arise from improved agricultural risk 
management, voluntary purchase of these products has been much lower than anticipated by proponents. This low 
demand has been referred to as a `puzzle' in need of an explanation (Cole et al. 2009, Karlan and Morduch 2009). 

Of course, to be able to say anything meaningful about whether observed indexed insurance purchase is `too low', 
rather than just saying that it is `low', we must at the very least be able to argue that a well-informed financial advisor 
would advise a higher level of purchase. This turns out to be surprisingly difficult to do, particularly for real indexed 
insurance products where the contractual index is not perfectly correlated with the loss, and neither researcher nor 
consumer has a precise objective estimate of the joint probability distribution of losses and indexed claim payments.2 
For example, for all of the weather indexed products reported in the natural field experiments of Cole et al (2009) 
there are objectively reasonable joint probability distributions for which zero purchase is optimal for all risk averse 
expected utility maximisers (Clarke 2011a). 

If we cannot learn about the level of indexed insurance demand through natural field experiments with real indexed 
insurance products, we must instead look to environments in which the researcher has a greater degree of control. This 
paper reports on such an insurance experiment conducted in rural Ethiopia in which both index and losses were 
generated with known joint probability distribution. 

While the use of an experiment entails a tradeoff between control and realism, we attempted to maximize external 
validity with decision problems framed as agricultural insurance purchase problems, payoffs of up to one week's 
income, experimental subjects who would be offered real weather index insurance policies in the subsequent two 
years, and an experimental design that yielded clear theoretical predictions. Moreover, subjects were chosen from 
households in the Ethiopian Rural Household Survey, for which there already exists seven rounds of detailed panel 
data, including a long-standing module on risk. 

Drawing on best practice and based on extensive piloting, decision problems were designed to be easily understood 
by subjects, project choices and payoffs were described orally with the help of visual aids, randomisation devices 

                                                 

1 University of Oxford. daniel.clarke@economics.ox.ac.uk and gautam.kalani@economics.ox.ac.uk. 

2
 Of particular importance to the expected utility maximiser is both the expected claim payment and the claim payment distribution conditional on a 

high loss having occurred. Even if the researcher had 20 years of matched data for both losses and indexed claim payments, the latter conditional 
distribution could not be estimated with any degree of accuracy. In practice researchers are likely to have much less than 20 years of matched 

data. 
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were physical and generated salient probabilities using familiar mechanisms, session money was physical, and 
understanding was confirmed and tested throughout the session (Barr and Genicot 2008, Fischer 2010). 

Individual decision problems were designed to capture two elements of agricultural insurance for the poor. First, we 
considered both indemnity insurance, where the net transfer is a function of incurred losses, and indexed insurance, 
where the net transfer is correlated with, but not a function of, incurred losses. By considering both product types we 
are able to apply the normative theory of Clarke (2011a) to determine whether low demand for indexed cover can 
be explained by the overweighting of basis risk, the risk that the net indexed transfer from insurer to policyholder does 
not match the incurred loss. Second we considered both individual insurance, where an individual purchases insurance 
to protect themselves from their own loss, and group insurance, where individuals pool risk between themselves and 
purchase insurance to protect the group from aggregate group-wide losses. Clarke (2011b) argues that efficient 
contracting over agricultural uncertainty would involve risk-pooling within communities with formal insurance contracts 
designed to protect the group from group-systematic risk, and so it seems natural to consider such a distinction in the 
present experiment.  

Compounding these two distinctions led to four insurance purchase decision problems, each framed in the loss domain, 
from which each subject played two: Individual Indemnity, Individual Index, Group Indemnity and Group Index. We 
also played a standard benchmark problem used for eliciting preferences, framed in the abstract and in the gain 
domain.  

This experiment generated several interesting results. We find the shape of demand for indexed insurance to be 
broadly in line with that predicted by economic theory. As predicted, we find that the relationship between index 
insurance take-up and wealth is nonlinear, and subjects with intermediate levels of wealth have the highest take-up, 
with low demand for index insurance from the poorest and the richest. Higher background risk is significantly 
associated with higher demand for indemnity insurance, in accordance with gollier (1996) risk theory of risk 
vulnerability. Additionally, it seems that participants choose more insurance cover in the group index and indemnity 
decision problems than in the individual decision problems. Furthermore, we do not find strong evidence that schooling, 
understanding of the decision problems, or financial literacy increase index or indemnity insurance take-up.  

Comparing different theories of individual choice, we find the level of demand for indexed insurance to be higher than 
can be explained using expected utility theory (EUT). Indeed, Quiggin’s (1982) theory rank dependent utility (RDU) 
model with an `S-shaped' probability weighting function fits the data significantly better than expected utility theory 
(EUT). This contrasts with traditional laboratory experiments conducted with a standard sample of university students, 
which typically find an `inverse S-shaped' probability weighting function (Gonzalez and Wu 1999). Our finding of an 
S-shape is, however, consistent with recent traditional laboratory experiments, framed in the abstract and with samples 
drawn from developing country (Humphrey and Verschoor 2004a, Humphrey and Verschoor 2004b, Harrison et al. 
2010). If S-shaped probability weighting is also a good model for decisions about real-world indexed insurance we 
would expect observed demand for index insurance policies from poor farmers to be higher, not lower than that which 
would be advised by a well-informed financial adviser. 

The rest of this paper is organised as follows. Section 2 presents the experimental design, including discussion of the 
decision problems (2.1 and 2.2) and subjects (2.3). Section 3 outlines the theoretical predictions. Section 4 presents the 
results, beginning with summary statistics (4.1) and analysis under expected utility theory (4.2 to 4.3), and finishing with 
analysis under alternative models (4.4). Section 5 concludes. 

 

2.  EXPERIMENTAL DESIGN 

The following experiment was designed to examine the demand for different types of formal insurance arrangements. 
In each session subjects played the benchmark decision problem, framed in the abstract, and two of four framed 
insurance decision problems. 

Each subject made three decisions during their session but at the end of the session they played and were paid for 
only one of these three problems, in addition to the showup fee of 5 Birr. Each subject randomly selected the decision 
problem they would play and be paid for by choosing one out of three numbered tokens placed face down on a 
table. The daily wage for casual farm labour in the areas we ran the experiment was between 15 and 20 Birr (1.2 to 
1.6 USD). Minimum and maximum earnings were 15 and 20 Birr and mean actual earnings, including show up fee, was 
40 Birr. 
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Since many of the subjects were likely to be illiterate, each problem was presented orally with the help of visual aids, 
and physical randomisation devices were used to assist understanding. One of the authors implemented the 
randomisation device in all experimental sessions. In total, sessions lasted two hours, plus time for payment. 

There were three types of sessions, one with both individual insurance products, one with both group insurance 
products and one with both index insurance products. Each set of three problems was presented in two different 
orders, so as to enable control for order effects (Table 1).  

 

2.1 BENCHMARK 

The benchmark decision problem (B) used the Ordered Lottery Selection design of Binswanger (1980, 1981) to elicit 
risk preferences. Whilst alternative methodologies have become popular in recent years for experiments with standard 
samples (Harrison and Rutström 2008), the simplicity of the Ordered Lottery Selection design makes it well suited to 
nonstandard samples with low levels of education (Barr and Genicot 2008, Van Campenhout et al. 2008). Moreover 
the design of our individual indemnity insurance decision problem allows direct comparison with our benchmark 
problem.  
 
Each subject was presented with a choice of six lotteries, shown in each row of Table 2. Alternatives were ordered to 
be increasing in both the average payoff_ and the variance around that payoff. Alternative A is the safe option, 
offering a certain amount, and alternative F has the highest payoff_ mean and variance. Following Barr and Genicot 
(2008) the gamble was framed in the gain domain and, whichever gamble was chosen, the payoff_ was determined 
by playing a game that involved guessing which of the author's hands contained a blue rather than a yellow counter. 
The decision problem was explained privately to each subject, who made a private decision. Once a subject had 
made a decision they were seated separately from other subjects and were not allowed to talk to each other. 
 

 
2.2 INSURANCE DECISION PROBLEMS 

All four insurance purchase decisions were framed to be as similar as possible to a real insurance purchase decision, 
albeit in the controlled environment of the lab, with an objective probability structure, and with more time spent 
explaining and individually confirming understanding than would occur in the process of marketing for a real product.  

At the start of each insurance purchase decision problem, each subject was physically given 65 Birr of game money 
and told that they might lose 50 Birr. 50 Birr was equivalent to between two and three days casual farm labour in 
experimental sites. Game money was smaller and more brightly coloured than Ethiopian currency but was otherwise 
recognisably similar. Subjects were randomly partitioned into pairs whose role will be explained below.  

Enumerators spent 20 minutes explaining each insurance decision problem to the group of subjects, with an additional 
10-20 minutes spent privately confirming understanding and recording decisions. Following common practice we 
referred to both indexed and indemnity insurance as insurance, rather than referring to the former as a derivative.  

Insurance purchase decisions shared the following two-stage probability structure (see Figure1). First, a fair wheel was 
spun to determine whether the blue or yellow bag was to be used for the pair of subjects. The blue bag contained 
three blue tokens and one yellow, and the yellow bag contained three yellow tokens and one blue. Second, each 
member of the pair chose one token from the selected bag, with replacement. An outcome for a pair therefore 
comprised a bag and two tokens.  
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Figure 1: TwoFigure 1: TwoFigure 1: TwoFigure 1: Two----Stage Probabibilistic Structure for InsuStage Probabibilistic Structure for InsuStage Probabibilistic Structure for InsuStage Probabibilistic Structure for Insurance Decision Problemsrance Decision Problemsrance Decision Problemsrance Decision Problems    

 

 

In addition to being given an explanation in terms of the wheel, bags and tokens, subjects were given an agricultural 
explanation for the probability structure. Subjects were told that the bags could be thought of as the weather, with the 
blue bag representing good weather and the yellow bag representing poor weather. The tokens were likened to the 
actual yield on a plot with a blue token representing a good year for the owner and a yellow token representing a 
bad year. Bad (good) weather was likely to lead to a bad (good) year for the owner, but this was not always the case: 
there was one yellow token in the blue bag and one blue token in the yellow bag. Given this probability structure, the 
treatments may therefore be briefly summarized as follows. For individual treatments each subject was liable for their 
own loss in full: if a subject drew a yellow token they lost 50 Birr. For group treatments the total loss for each pair was 
split evenly between the pair: each subject therefore lost 25 Birr for each yellow token drawn by either member of 
the pair. Indemnity insurance then corresponded to purchasing insurance against you (or your partner) drawing a 
yellow token and index insurance corresponded to purchasing insurance against your pair drawing a yellow bag. 
Indemnity insurance was priced with loading of 60% and index insurance with a loading of 20%.3 

The purpose of pairs was as follows. Each insurance decision problem was explained to all subjects in the session but 
subjects could only ask questions privately at the level of the pair. In individual treatments, the sole effect of pairing 
was that each subject could hear any questions asked by their partner. In group treatments, a subject's earnings would 
also depend on their partner's random token draw. Pairs did therefore not have a strategic function; all insurance 
problems were individual decision problems, with own earnings depending only on own choices and chance. 

The four treatments were therefore as follows, with respective visual aids displayed in Figure 2: 

Individual IndemnityIndividual IndemnityIndividual IndemnityIndividual Indemnity (TIM): In TIM a subject incurred a 50 Birr loss if they drew a yellow token, but could purchase 
between zero and five units of individual indemnity insurance against the loss occurring. One unit of indemnity 
insurance cost a premium of 8 Birr and reduced the retained loss on drawing a yellow token by 10 Birr. Each subject 
could therefore pay 0, 8,16, 24, 32 or 40 Birr to reduce the maximum loss to 50, 40, 30, 20, 10 or 0 Birr, 
respectively (see Table 2). The gamble choices available to individuals in TIM were therefore numerically identical to 
those in B. However the framing of the choices was significantly different. 
 
Individual IndexIndividual IndexIndividual IndexIndividual Index (TIX) The individual index insurance decision problem (TIX) was identical to TIM except that instead of 
being able to insure against drawing a yellow token §(crop loss), subjects could only purchase between zero and five 
units of index insurance against a yellow bag being selected. One unit of index insurance cost a premium of 3 Birr and 
led to a claim payment of 5 Birr in the event of the yellow bag being selected, and zero otherwise (see Table 3). 
When describing TIX, substantial emphasis was placed on the 1 in 8 chance of incurring a 50 Birr crop loss despite the 
weather being good and therefore no claim payment being due. 
 
Group Indemnity Group Indemnity Group Indemnity Group Indemnity (TGM): The group indemnity insurance decision problem TGM was identical to TIM except that, instead of 
losing 50 Birr on drawing a yellow token, each subject lost 25 Birr for each yellow token drawn by the pair, and one 
unit of indemnity insurance reduced the retained loss on drawing each yellow token by 5 Birr. Each subject could 
therefore pay 0, 8, 16, 24, 32 or 40 Birr to reduce the loss incurred from each yellow token draw to 25, 20, 15, 10, 
5 or 0 Birr, respectively (see Table 4). subjects were told that group losses of 0 Birr, 25 Birr or 50 Birr were 
approximately equally likely. (The true probabilities are10/32, 12/32 and10/32). Both members of a pair were subject 

                                                 
3
An insurance loading is defined as (premium charged)/(expected claim income). Loadings of 20% and 60% are low compared to reported 

commercial loadings, ranging from 70% to 430% for weather indexed insurance (Cole et al. 2009, Table 1) and 140% to 470% for indemnity 
insurance (Hazell 1992, Table 1). However, the probability of claim payment in our experiment is much higher than that for commercial insurance 
products and so these loadings cannot be directly compared. 
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to the same uninsured crop loss for the pair but may have purchased different levels of insurance and therefore might 
earn different amounts. 
 
Group IndexGroup IndexGroup IndexGroup Index (TGX): The group index insurance decision problem TGX was identical to TIX except that, instead of losing 50 
Birr on drawing a yellow token, each subject lost 25 Birr for each yellow token drawn by the pair (see Table 5). Prices 
for and payment from index insurance were the same as for TIX. Both members of a pair were subject to the same 
uninsured crop loss but may have purchased different levels of indexed insurance and therefore might earn different 
amounts. 
 

 
Figure 2: Presentation of the insurance decision problemFigure 2: Presentation of the insurance decision problemFigure 2: Presentation of the insurance decision problemFigure 2: Presentation of the insurance decision problems to the experimental subjects. s to the experimental subjects. s to the experimental subjects. s to the experimental subjects.     
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The compound probability structure for insurance treatments was much more complex than the simple fair draw for the 
benchmark. Whilst experimental economist might argue that this could be too complex for subjects to understand, we 
consider it to be much less difficult to understand than the joint probability structure for a real weather indexed 
insurance policy; although a farmer might have a good understanding of the marginal loss distribution for their farm, 
they are unlikely to have a good understanding of the conditional distribution of weather indexed claim payments 
(Giné et al. 2005, Giné et al. 2007, Hill and Nobles 2010). Moreover, each stage of the randomisation device was 
chosen to have salient probabilities of 1/4, 1/2 and 3/4. 
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2.3 EXPERIMENTAL SAMPLE AND MATCHED ERHS DATA 

Our experiment involved 378 subjects from seven sites of the Ethiopian Rural Household Survey (ERHS), spanning three 
regions of the country. The ERHS is a longitudinal household dataset covering 15 villages and nearly 1600 households 
in rural Ethiopia and was conducted over seven rounds from 1994 to 2009. The data collection was coordinated by 
the Economics Department at Addis Ababa University in collaboration with the Centre for the Study of African 
Economies at Oxford University and the International Food Policy Research Institute. For the purpose of this paper, we 
use data mostly from the latest round of the survey, conducted between April and August 2009, since the timing 
closely matches that of this experiment, which was conducted during November and December 2009. However, we 
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also utilize certain panel aspects of the data, as will be described later in this section. The seven ERHS sites chosen for 
the experiment were Sirbana Godeti, Korodegaga, Indibir, Milki, Komargefia, Karafino and Bokafia. 

The ERHS dataset has detailed information on various socioeconomic and demographic characteristics of households 
in the sample, such as asset ownership, income, consumption, membership in risk-sharing groups and household size.4 It 
has been used extensively in published studies regarding various aspects of the rural Ethiopian economy (e.g Dercon 
and Krishnan 2000, Dercon 2004, Fafchamps and Quisumbing 2005). The ERHS sample is not a random sample of 
rural communities in Ethiopia - the sampled villages were initially selected since they had suered from the drought in 
the mid-1980s (Dercon 2004). However, though the survey covered a relatively small set of villages that were chosen 
non-randomly, it can still give us useful and relevant policy information on the lives of rural households in Ethiopia 
(Porter 2008) 

The experiment was conducted with 378 subjects, all of whom are from households surveyed by the ERHS. Therefore, 
the data from the experimental sessions was matched to the data from the main ERHS using the unique household 
identification number from the ERHS, allowing us to create a combined dataset with both data from ERHS and the 
experiment for each subject in the experiment. In addition to subjects' choices in the various microinsurance decision 
problems, the experimental dataset contains information on literacy, schooling, financial literacy, understanding of the 
decision problems, occupation and various other demographic characteristics of the subjects. Data from the latest 
round of the ERHS, which covers nearly 1600 households, is combined with data from the experiment to provide a 
fairly extensive set of factors which could determine the risk aversion of the 378 subjects in the experiment, and hence 
their choices in the decision problems. Thus, this combined dataset is used to test which factors affect risk aversion and 
microinsurance take-up in rural Ethiopia. 

Table 6 provides the summary statistics for the both the ERHS and experiment variables used as explanatory variables 
to test which factors affect risk aversion and microinsurance take-up in rural Ethiopia. 

There are two measures of household wealth used in this study -- tropical livestock units (TLUs) and total land owned. 
TLUs are standardized units of different types of livestock, and they are used as a measure of total livestock ownership 
in numerous studies set in the context of developing economies (e.g. Dercon 2004, Barrett and McPeak 2006).5 
Dercon (2004), in a study of growth and shocks in rural Ethiopia, observes that livestock typically accounts for over 
90% of the value of household assets and is the most marketable asset in this region - therefore, in rural Ethiopia, as in 
many of the poorest rural regions of the world, livestock ownership is an appropriate measure of household wealth. 
Following Porter (2008), we also use the total land owned by the household (measured in hectares), including 
agricultural and non-agricultural land, as an alternate measure of wealth. The households in the experiment own three 
hectares of land and 10.5 TLUs, on average, and it is worth noting that all of them own at least some land and some 
livestock. For both measures of wealth, the mean wealth of the experimental subjects is slightly greater than that of the 
complete sample of ERHS households. 

 

                                                 
4 For details on the survey, see Dercon and Krishnan (1998). 

5 TLUs provide a single _gure that expresses the total amount of livestock owned, allowing di_erent species to be described in relation to a common 
unit. For the purposes of the ERHS, it is calculated using the following conversions: oxen=1, cows=0.70, bulls=0.75. horse=0.50, goat=0.10, sheep=0.10 
and other similar values (Dercon 2004). 
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For a particular decision problem, all subjects face the same risky outcomes and are given the same choices. However, 
subjects differ significantly in the risk they face in the natural course of their lives. Subjects' earnings in the experiments 
are statistically independent of this background risk and so if subjects have risk vulnerable preferences then, following 
Gollier and Pratt (1996),, we may expect to associate a higher level of background risk with a higher level of indirect 
risk aversion over earnings from the experiment. We use the standard deviation of household consumption over all 
seven rounds of the ERHS survey as a measure of the level of background risk to consumption faced by the household 
in recent past, before the present experiment was conducted. Numerous studies use measures based on the standard 
deviation of consumption and income as measures of risk and shocks affecting rural households (e.g. Jalan and 
Ravallion 1998, Kamanou and Morduch 2004). In this case, the standard deviation of consumption is used rather than 
that of income because the ERHS income data are far less reliable than the consumption data (Porter 2008). In 
addition, we want to measure the final level of risk faced by the household -- that which could have a significant 
welfare impact on the household -- after it has utilized all available consumption smoothing measures, which would not 

be captured by the standard deviation of income
6
. Consumption is measured as the total monthly household 

consumption in 1994 Ethiopian Birr. It includes consumption of food, purchased food and non-investment non-food 
items (that is, excluding expenditure on durables, health and education) -- this consumption measure has been utilized 
by various other studies of consumption and poverty that have been conducted using the ERHS dataset (Porter 2008). 

                                                 
6
Hill et al. (2010) also include the standard deviation of ERHS household consumption as an explanatory variable in their specifications used to 

analyze the determinants of hypothetical take-up of indexed insurance. 
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Table 6 shows that the inter-temporal standard deviation of consumption is higher for households participating in the 
experiment -- for these households, the mean standard deviation of around 530 Birr represents a significant fraction 
(just under half) of the average consumption measured in round 7 (about 1100 Birr). This indicates that subjects in the 
experiment face considerable risk to consumption, just like most households included in the survey. 

Giné et al. (2008) and Cole et al. (2009) note that cognitive ability, financial literacy and understanding of financial 
products such as index insurance are instrumental in their proper valuation and rapid take up. When the experiment 
was conducted we went to great lengths to make all decision problems understandable to both literate and illiterate 
subjects. We spent a great deal of time providing detailed explanations of each decision problem to the subjects, 
including the use of visual aids and tangible randomization devices. However, in spite of this, it is quite likely that 
people with different education levels and literacy status had different levels of understanding of the decision 
problems. Therefore, we include as explanatory variables both the number of years of schooling obtained by the 
experimental subject and a literacy dummy to test whether better cognitive ability leads to more index insurance take-

up
7
. While 77% of the experimental subjects are literate, the average subject had only obtained around four years of 

formal schooling. However, years of schooling may be a poor proxy for education and the ability to solve the math 
problems one encounters in everyday life (Cole et al. 2008). Therefore, in line with the work of Cole et al. (2009), we 
also include direct measures of understanding and financial literacy -- these are the fraction of six questions relating to 
the understanding of the problems answered correctly and five questions assessing probability and mathematical skills 
answered correctly (refer to Table 6 for more details on these questions). While the subjects exhibit a fairly good 
understanding of the decision problems (correctly answering 71% of the understanding questions, on average), the 
subjects answered only 54% of the financial literacy questions correctly, on average. Though this measure indicates a 
relatively low level of financial literacy, it is still higher than that measured by Cole et al. (2009), who find that 
respondents in their sample of rural Gujarat (India) correctly answer 34% of similarly framed financial literacy 
questions. 

Giné et al. (2008) hypothesize when a new technology or financial product is not well understood by rural farmers, as 
is the case for index insurance, households will draw inferences based on experience and familiarity with the product 
and other similar products. In addition, the literature on the adoption of new technologies and financial products 
indicates that households rely heavily on the large information flows between members of social groups in deciding 
whether to take-up new products (e.g Feder et al. 1985, Bandiera and Rasul 2006). Therefore, we hypothesize that 
farmers with larger social networks and more prior experience with financial products, have more information on, and 
a better understanding of, insurance products, and so are more likely to purchase index insurance in the experiment. 
Three additional ERHS variables are included to capture the subject's prior experience with financial products such as 
savings and insurance, as well as access to informal insurance networks. These are dummy variables indicating whether 
the household is part of an equb group (a mutual savings association, similar to a ROSCA) and whether the household 
can obtain 100 Birr within a week in case of an emergency. Further, the number of iddir groups that the subject's 
household is a member of is used as an indicator of both the size of a household's social network as well as the 
household's, and thus the subject's, prior experience with informal insurance. Iddirs are informal insurance groups 
indigenous to Ethiopia that were originally formed cope with the high cost of funerals -- however, currently many iddirs 
also provide informal insurance and credit to its members when they experience other adverse shocks, such as fires, 
illnesses and loss of livestock (Hoddinott et al. 2005). Hoddinott et al. (2005) observe that iddir members have better 
access to informal insurance, and also larger social networks, than non-iddir members. Iddirs are quite widespread in 
rural Ethiopia, and over 85% of ERHS households are members of at least one iddir. Table 6 shows that for 
experimental subjects, households are members of two iddir on average; on the other hand only 25% of the 

households are members of an equb group
8
. However, a large fraction (nearly 83%) of the experimental subjects 

report that their households can obtain 100 Birr within a week in case of an emergency. 

Other characteristics of the subjects that are expected to affect insurance take-up are also considered -- these include 
sex (represented by a dummy taking the value one if the subject is female), whether his/her primary occupation is 
farming or not (indicated by the dummy variable `If farming', which takes the value one if the subject is a farmer), and 

                                                 
7
The literacy dummy variable is based on how the subject preferred sign for receipt of income from the experiment, and equals one if the subject 

signed with a pen and zero if signed with a thumb print. 
8
Equbs are not as widespread as iddirs in rural Ethiopia, as the summary statistics indicate. Most households that are equb members are members of 

only one equb. Therefore, data on the number of equbs that a household is a member of was not collected in the ERHS, and we only use a dummy 
variable indicating whether the household is an equb member or not. On the other hand, iddir membership is extensive and many households are 
members of multiple iddir (Hoddinott et al. 2005).. Thus, to distinguish between households on the basis of iddir membership, we use the number of 
iddir (which was noted in the ERHS) rather than simply a dummy indicating whether the household is a member of at least one iddir. 
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household size
9
. These are similar to the demographic characteristics included by Giné et al. (2008) and Cole et al. 

(2009) in their studies of index insurance take-up in rural India. In addition to these variables, the self-reported fraction 
of the total earnings from the experiment that the subject intends to keep for himself is also included as a determinant 
of index insurance take-up. We hypothesize that those subjects keeping a larger fraction for themselves are expected 
to choose riskier options in the experiment (thus choosing lower levels of insurance cover) than subjects who intend to 
share their experimental earnings with others, and hence are wary about returning with very little (or no) money from 
the experiment other than the participation fee of 5 Birr. 

3  THEORY 

We assume three competing theories of decision under uncertainty to explain these data: expected utility theory (EUT), 
rank dependent utility (RDU) and mean variance utility (MV). We consider EUT to be an appropriate normative 
framework for making decisions about insurance purchase and therefore consider this to be our baseline model of 
decision under uncertainty. As usual we assume a constant relative risk averse (CRRA) utility function. However, EUT is 
known to be somewhat limited as a positive theory of decision under uncertainty and so we will also compare EUT 
with both RDU, where decision makers may weight objective cumulative probabilities, and MV, where the value 
function is linear in the mean and variance of income.  

In particular, we will see that these three theories differ in both the level and shape of optimal index insurance 
purchase. Relative to EUT, both RDU and MV can account for either a higher or lower level of purchase. However, the 
shape of optimal indexed demand under MV is different to that under EUT and RDU. 

For each of the decision problems considered there are six possible choices, denoted ,6}{1,K∈i . The number of 

possible outcomes N  is 2  for B  and IMT , 3 for GMT , 4 for IXT  and 6  for GXT  (see Tables 2-5). 

 

3.1 EXPECTED UTILITY THEORY SPECIFICATION 

For our EUT specification we assume that the indirect utility of income from the experimental session is given by:  

                           (1) 

 

Where x  is the lottery prize and r  is the coefficient of relative risk aversion.10 With this CRRA specification, 0>r , 
0=r  and 0<r  correspond to risk aversion, risk neutrality and risk loving, respectively. Under expected utility 

theory (EUT) the decision maker weights each possible outcome },{1, Nk K∈  using objective probabilities )(kp  

and so expected utility from choice i  is:  

)()(=
1=

kUkpEU
N

k
i ∑                                                             (2) 

Where probabilities and lottery prizes for each decision problem are given in Tables 2-5. As is common for indemnity 

insurance, a higher level of insurance cover in IMT  and GMT  leads to both a decrease in risk, specifically a mean 

preserving contraction [?] of income, and a decrease in expected income. Optimal insurance purchase in IMT  and 

GMT  is therefore monotonically increasing in r , as can be seen in Tables 2 and 4. 

However, as noted by Clarke (2011a), optimal demand for index insurance is fundamentally different to that of 

indemnity insurance. First the optimal premium in problems IXT  and GXT  is not monotonic, but rather hump shaped in 

r , first increasing and then decreasing in r . This hump shape is caused by the combination of actuarially unfair 

                                                 
9
The average household size is greater than five for both the entire ERHS sample and the sub-sample participating in the experiment. 

10
We ignore the show up fee of 5 Birr in lottery prize x . 
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premiums, whereby premiums are greater than expected claim income, and basis risk, the risk that the income from 
index insurance will not accurately reflect the incurred loss. These cause demand to be low from both the risk neutral, 
for whom insurance purchase decreases mean income, and the very risk averse, for whom indexed insurance purchase 
decreases the minimum possible income. Only those with intermediate levels of risk aversion optimally purchase index 

insurance. 

Second, under CRRA it is never optimal to pay an insurance premium of more than 3 for IXT or 3 for GXT  (see Tables 

3 and 5). It is important to note that this is not an artefact of our utility function specification in equation (1) but rather is 
a robust feature of preferences that satisfy decreasing absolute risk aversion (DARA). Clarke (2011a) shows that no 

risk averse expected utility maximising decision maker satisfying DARA would ever purchase more than 6 in IXT
; if 

they cared enough about risk to want to purchase the cover, they would care enough about the downside basis risk to 
limit the size of the hedge. Clarke (2011a), argues that DARA provides an appropriate basis for generic financial 
advice and that behaviour that is inconsistent with DARA is `inadvisable'.11 

Finally, EUT provides predictions about the effect of wealth on purchase of indexed insurance. Wealth affects index 
insurance purchasing in two important ways. First, a household's wealth is indicative of the credit and liquidity 
constraints a household faces, and financial constraints may play a key role in its decision to purchase insurance in the 
field (Gine et al. 2008). Second, household wealth is an important determinant of risk aversion, which in turn affects 
take-up of insurance. In an experimental setting where each subject is given 65 Birr and the option to purchase 
insurance to offset adverse outcomes, the credit constraint effect of wealth would not be expected to impact insurance 
take up, and wealth would only affect purchase of index insurance through risk aversion. If subjects' preferences over 
aggregate wealth satisfy decreasing absolute risk aversion then the hump shape of demand relative to risk aversion is 
expected to carry over to wealth; both poor and rich subjects would have low demand for index insurance due to 
basis risk and actuarially unfair premiums respectively, leaving higher demand only for those with intermediate wealth. 

 

3.2 RANK DEPENDENT UTILITY SPECIFICATION 

There are two components to the RDU specification; the utility function and the probability weighting function (Quiggin 
1982). As for EUT we assume the CRRA utility form defined in equation (1). However, instead of weighting outcomes 
with objective probability weight, we assume that subjects instead weight cumulative probabilities according to a 
weighting function , as follows: 

 
)()(=

1=

kUkwRDU
N

k
i ∑                                                 (3) 

 where  
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

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                   (4) 

 States are ranked from worst ( (1)U ) to best ( )(NU ), and )( pω  is some probability weighting function. 

We consider two functional forms for probability weighting function ω , the first due to Prelec (1998) and the second 
due to Tversky and Kahneman (1992). Both have well defined endpoints with 0=)(pω  for 0=p  and 1 for 

1=p , and  

 

}))(ln({exp=)( φω ppP −−                                              (5) 

 
γγγγω 1/])(1/[=)( ppppTK −+   For 1<<0 p .                                            (6) 

The usual case, for standard samples of university students, is that probability weighting is an inverse S-shape, concave 
for low probabilities and convex for high probabilities (Gonzalez and Wu 1999).. For equations (6) and (5) this 

                                                 
11
See arrow 1965 tto and pratt 1964 risk for a more detailed defense of DARA as a normatively sound framework. 
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corresponds to and for index insurance decision problems and would lead to lower demand for index insurance than 
under SEU. Wakker et al. (1997) report on a set of `probabilistic insurance' decision problems, similar to our index 
insurance purchase problems but with a lower probability of basis risk, and find an extreme dislike of basis risk from a 
standard sample of subjects. They interpret this as providing evidence for an inverse S-shape probability weighting. 

However, recent laboratory experiments, framed in the abstract and with nonstandard samples drawn from 
developing countries have found S-shaped probability weighting, convex for low probabilities and concave for high 
probabilities (Humphrey and Verschoor 2004a, Humphrey and Verschoor 2004b, Harrison et al. 2010). This 

correponds to 1>,φγ  and for index insurance decision problems IXT  and GXT  could lead to higher or lower 
demand for index insurance than under SEU. 

Figure 3 presents the optimal choice for each of the insurance decision problems under RDU for the case of a Prelec 

probability weighting function, where 1=φ  collapses to the special case of EUT. Conditional on a probability 
weighting function, that is for fixed φ , optimal purchase of indexed cover is hump shaped in r  and optimal purchase 

of indemnity insurance is increasing in r . Moreover, index insurance premiums of more than 3 for the case of IXT  
and 6  for the case of GXT  may be explained for 1>φ . 

However, recent laboratory experiments, framed in the abstract and with nonstandard sam- ples drawn from 
developing countries have found S-shaped probability weighting, convex for low probabilities and concave for high 
probabilities (Humphrey and Verschoor 2004a, Humphrey and Verschoor 2004b, Harrison et al. 2010). This 
correponds to γ, φ > 1 and for index insurance decision problems TIX and TGX could lead to higher or lower demand 

for index insurance than under SEU. 

Figure 3 presents the optimal choice for each of the insurance decision problems under RDU for the case of a Prelec 
probability weighting function, where φ = 1 collapses to the special case of EUT. Conditional on a probability 
weighting function, that is for fixed φ, optimal purchase of indexed cover is hump shaped in r and optimal purchase 
of indemnity insurance is increasing in r. Moreover, index insurance premiums of more than 3 for the case of TI X and 6 
for the case of TGX may be explained for φ > 1. 
 

3.3 MEAN VARIANCE 

Following Gin´e et al. (2008), in the MV framework subjects maximise expected quadratic utility: 

 

                                                                    (7) 
Parameter b corresponds to the weight placed on the variance of income, with a higher b leading to a greater 
emphasis on reducing the variance of income. It is not related to Arrow’s (1965) notion of absolute risk aversion. 

The MV framework is consistent with any level of indemnity or indexed cover, and so may lead to a higher or lower 
level of demand than EUT, depending on the parameter b. However, unlike the relationship between EUT and r, 
demand for indexed cover in all insurance decision problems under MV is increasing in parameter b, and so we 
would expect choices to be comonotone. Since experimental income is statistically independent of background 
wealth, insurance purchase in all of our decision problems should be unrelated to wealth, as opposed to the hump 
shape predicted by EUT and RDU. 
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4 RESULTS 

 

4.1 HEAT MAPS 

Before we begin statistical analysis of decisions, which implicitly includes both within and between subjects analysis, 
we present selected pairs of decisions chosen by the same subject. 12 

Figure 4 consists of heat maps for selected pairs of subjects, where the axes of the heat maps correspond to 
subjects’ choices in a pair of decision problems considered, and darker squares on the heat map imply that more 
subjects chose the corresponding pair of choices. 

The first thing to notice is that, despite B and TIX being numerically identical choices, par- ticipants rarely made 
numerically consistent choices, along the 45o line. This suggests significant framing effects from the loss versus gain 
domain frame, abstract versus insurance frame and one-stage versus two-stage lottery randomisation device. We 
will not explore the implications of these framing effects in the current paper. meanwhile, the relationship between 
TIM and TIX appears to be approximately linear: those subjects choosing low (high) levels of indemnity insurance in 
TIM also seem to be choosing low (high) levels of index insurance cover in TIX . Additionally, 16 out of 136 subjects 
who chose the maximum level of insurance cover in both problems. 

The heat map for TGM and TGX is indicative of a non-linear, hump-shaped relationship between choices in TGM and 
TGX . The majority of subjects that choose intermediate levels of insurance cover in TGM also choose higher levels of 
index insurance in TGX than those that choose higher and lower levels of indemnity insurance in TGM. Lastly, the 
relationship between choices in TIM and TI X does not exhibit a clear pattern, but once again we can see that many 
subjects chose the maximum level of insurance in both problems. 

                                                 
12 As described in Section 4.6, our statistical analysis relies most heavily on between subjects analysis, and our results are robust to dropping the 
second and third decision made by each participant. 
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The darker the background, the higher the proportion of subjects that made that combination of choices. For insurance treatments, choices are 
denoted by the insurance premium paid. For the benchmark decision problem, choices are denoted by the insurance premium payable in TIM 
which would result in the same numerical gamble; that is, choice A is denoted 40, choice B is denoted 32, etc. 

 

4.2 DETERMINANTS OF INDEX INSURANCE TAKE-UP 

The reduced form specification used to test the impact of the variables mentioned in Section 2.4 on index 
insurance take-up is: 

 

 
:Where I is the individual subscript 

Table 7 presents the results for the estimation of this specification with the subject’s choice in TI X as the dependent 
variable and Table 8 presents the results with the choice in TGX as the dependent variable. These choices can take on 
the values 1, 2, 3, 4, 5 or 6, where higher values indicate more index insurance purchased (refer to Tables 3 and 5). 
In both tables columns (1)-(4) list the results for the specifications with total livestock units as the measure of wealth and 
columns (5)-(8) present the results for the specifications with land as the measure of wealth. The specification is 
estimated with and without dummy variables which control for the order of decision problems in the session, the 
enumerator for the session and the location of the session. Each specification is also estimated using both an Ordinary 
Least Squares (OLS) model (results listed in the odd-numbered columns) and an Ordered Probit model13 (results listed 
in the even- numbered columns), given that the dependent variable is an ordinal, ordered response that is not 
continuous. In such a case the OLS model may suffer from some important shortcomings, such as heteroskedasticity 
and having an unbounded range for the coefficient estimates, which arise from the assumption of the model that the 
dependent variable, which is non-continuous and can only take integer values from one through 6, is linearly related 
to the various continuous explanatory variables for all values of the explanatory variables (Wooldridge 2002). 

                                                 
13 Note that the reported coefficient estimates are not marginal effects.  Also, the Ordered Probit model esti- mates coefficients using a 

maximum likelihood estimator – see Wooldridge (2002) for more details on the model. 



 

17 

 

Additionally, standard errors clustered at the session level and robust to heteroskedasticity are used to construct the t-
statistics reported in the tables for all specifications in this study. This accounts for both heterokedasticity and the 
possibility that the error term i in the specification is correlated between individuals within a particular session – we 
might expect this to be the case, as sessions differed in location and enumerator. However, this procedure still assumes 
that the error is uncorrelated between subjects across different sessions. 14  

Empirical studies on rainfall index insurance by Gine et al. (2008) and Cole et al. (2009) find that index insurance take-
up decreases with risk aversion and is particularly low for the most risk averse. They attribute this deviation from the 
benchmark model to a lack of understanding of the product and an unwillingness to experiment on the part of farmers. 
Karlan and Morduch (2009) summarize this view in the recent entry to the Handbook of Development Economics: 
“The most likely explanation [for demand falling with risk aversion] is that it is uncertainty about the product itself (Is it 
reliable? How fast are pay-outs? How great is basis risk?) that drives down demand.” 

However, both these studies rely on predictions from the benchmark model of insurance, which does not explicitly take 
into account basis risk, that is, the probability that the buyer of the contract suffers a loss but the insurance does not 
pay out. This would happen in the case of rainfall index insurance, for example, when rainfall is above the threshold 
that triggers payout but the farmer’s crop is destroyed by pests. Thus, the farmer faces significant losses but does not 
receive any insurance payout. Therefore, while the theoretical benchmark model considered by Gin´e et al. (2008) 
may be appropriate for analyzing the take-up of indemnity insurance, it is not suitable for evaluating the take-up of 
index insurance, which involves considerable basis risk. 

As referred to in Section 3.1, the theory of rational hedging provided by Clarke (2011a) implies that the low take-up 
rates – found by Gin´e et al. (2008) and Cole et al. (2009) – amongst the most risk averse consumers may be rational 
choices and are not necessarily evidence of poor understanding, irrationality or unwillingness to experiment. 
Furthermore, it predicts that the take-up of index insurance in TIX and TGX would be low for participants with very low 
wealth and high wealth, and take-up would be greater for participants with intermediate levels of wealth. To test this 
theory, and therefore reject the theory that index insurance take-up is monotonically decreasing with wealth, we 
include a measure of wealth and its square as explanatory variables, that is, determinants of index insurance take-up in 
TIX and TGX.

15 If the coefficient estimate on the level term is significantly positive and that on the squared term is 
significantly negative, we can reject that that relationship between take-up and wealth is monotonically decreasing in 
wealth, and this is indicative of the hump-shaped relationship between take-up and wealth. 

 

 

                                                 
14 If the  correlation of errors within sessions  is not  accounted for, the  estimated standard errors may  bequite wrong,  leading to incorrect 

inference of coefficient estimates – this problem is magnified in small samples (Wooldridge 2002).  Using clustered-robust standard errors to 
correct for this correlation of errors within groups is the norm when analyzing experimental data (see Harrison and Rutstrom 2008), and many 
studies cluster at the session level (e.g. Barr 2003, Barr and Genicot 2008). 
15 The Clarke (2011a) model also predicts that index insurance take-up is hump-shaped in the coe_cient of relative risk aversion r, and the 
impact of wealth on take-up in this model is driven purely by risk aversion. Though we can estimate r from participants' choices in B, we cannot 
directly test the hump-shaped relationship between index insurance take-up and r. This is because each choice in B corresponds to a range of 
implied r, and the only way to reduce the ranges to point values is to use a rather arbitrary averaging technique, as suggested by Binswanger 
(1981). In addition, including the level and squared terms of this discrete, quite arbitrarily chose point value of r to test the non-linear relationship 
seems inappropriate. Therefore, we prefer to test the prediction of the Clarke (2011a) model that the relationship between index insurance take-
up and the continuous variable wealth is hump-shaped. Further, given that we only expect the impact of wealth on take-up to be through risk 
aversion, testing the relationship between index insurance take-up and wealth can provide strong implications of the relationship between take-
up and the coe_cient of relative risk aversion 
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Table 7:Table 7:Table 7:Table 7:    Determinants of index insurance take up: Decision problem TDeterminants of index insurance take up: Decision problem TDeterminants of index insurance take up: Decision problem TDeterminants of index insurance take up: Decision problem TIXIXIXIX    

 

*** p < 0.01, ** p < 0.05, * p < 0.10 
Robust t-statistics based on standard errors clustered at the session level in parentheses. Dependent variable is the respondent’s choice in the 
group (pair index insurance problem TGX. 
For the Ordered Probit specifications, the Wald test for null hypothesis that all coefficients are zero has a Y2 -distributed Wald test statistic with 
p-value less than 0.001 in all four cases. For the OLS specifications, the F test for null hypothesis that all coefficients are zero has a F -distributed 
test statistic with p-value less than 0.0025 in all four cases 
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*** p < 0.01, ** p < 0.05, * p < 0.10 

Robust t-statistics based on standard errors clustered at the session level in parentheses. Dependent variable is the respondent’s choice in the group 
(pair) index insurance problem TGX . 

For the Ordered Probit specifications, the Wald test for null hypothesis that all coefficients are zero has a Y2 -distributed Wald test statistic with p-
value less than 0.001 in all four cases. For the OLS specifications, the F test for null hypothesis that all coefficients are zero has a F -distributed test 
statistic with p-value less than 0.0025 in all four cases 
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Columns (1)-(4) of both of the above tables show that, in all specifications using livestock as the measure of wealth, 

the coefficient estimate of livestock is positive and the coefficient estimate on livestock-squared is negative. In each 

case, both coefficient estimates are statistically significant (in two cases at the 5% level and in all other cases at the 1% 

level). This implies that the take-up of index insurance in decision problems TI X and TGX is first increasing and then 

decreasing in wealth. That is, the level of take-up in both problems is highest for those with intermediate levels of 

wealth, and lower for those with low and high levels of wealth. The sign and large statistical significance of these 

coefficient estimates indicates a rejection of the Gin´e et al. (2008) benchmark model of insurance which implies that 
insurance take-up should be monotonically decreasing in wealth. The coefficient estimates of β1 and β2 in column (1) 

of Table 7, for example, imply that take-up in TI X is highest for subjects whose households own 13.7 total livestock 

units (the average among experimental households is 10.5 total livestock units). Furthermore, though we are not able 

to explicitly test the exact hump-shaped relationship between index insurance take-up and wealth, these results are at 

least consistent with that prediction of the Clarke (2011a) model of rational hedging. The lower take-up by subjects 

from low-wealth households also indicates that the low take-up observed among the most risk averse farmers by 

Gin´e et al. (2008) and Cole et al. (2009) may be a result of rational choice rather than poor understanding or 

irrationality on the part of rural consumers. It is also important to note that while we find the non-linear relationship 

between index insurance take-up and wealth to be consistent with the Clarke (2011a) model of rational hedging, the 

levels of wealth are significantly greater than those predicted by the model. Therefore, we only use this empirical 

analysis to explore, and draw inference from, the shape of the relationship and not the exact levels of wealth which 

describe the relationship. This is in line with the work of Gine et al. (2008), who do not make theoretical predictions 

about the levels of wealth and risk aversion in the relationship between these factors and index insurance take-up, but 

only focus on predicting, and empirically testing for, the shape of the relationship between this factors and take-up. 

Columns (5)-(8) of Table 7 show that while the coefficient estimates of land are positive and those of its square are 

negative, they are not statistically significant at the 10% level.16  For take-up of index insurance in TGX , the results in 

columns (5) and (6) show that the coefficient estimates of land owned are positive and statistically significant and 

those and of land-squared are negative and statistically significant. However, these estimates are no longer 

statistically significant with addition of session controls (for order, enumerator and location). Despite the use of land 

ownership as a measure of wealth in other studies of rural Ethiopia (e.g. Porter 2008), it must be noted that its 

suitability as a measure of wealth in rural Ethiopia is subject to debate. Dercon (2004) notes that in this region, all land 

is state-owned and subject to repeated redistribution – therefore, there is not much scope for long-term investment in 

landholdings, and livestock is the most suitable asset to proxy for wealth. Therefore, in future specifications in this 

paper, only livestock is used as a measure of wealth. 

There is also some evidence that more literate subjects take-up more index insurance, particularly in TGX . The 

coefficient estimate of the literate variable is positive and statistically significant in all columns of Table 8, and in 

columns (4), (7) and (8) of Table 7. However, the coefficient estimates of the schooling variable are negative and 

statistically significant in Table 8 for the specifications which include session controls, implying that an increase in the 

years of schooling obtained decreases index insurance take-up. In addition, in all the specifications in Tables 7 and 8, 

the coefficient estimates of financial literacy and understanding are statistically insignificant. This may be an indication 

that what really matters for the take-up of index insurance is basic literacy, rather than the exact years of schooling or 

financial literacy. This is in contrast to the results of Cole et al. (2009), who find that respondents with higher financial 

literacy (measured using similar quantitative questions) have higher take-up of index insurance. Additionally, these 

results are not consistent with the hypothesis of Gine et al. (2008) and Cole et al. (2009) that low levels of education 

and financial literacy are responsible for the low take-up of index insurance. 

The coefficient estimate of the dummy indicating whether the subject’s household is able to obtain 100 Birr in the 

case of an emergency is positive and statistically significant in all columns of Table 7. This supports the hypothesis 

mentioned in Section 2.3 that subjects who have better access to informal insurance probably have more prior 

experience with, and more information on, insurance – therefore, they are more likely to understand and purchase 

more of the index product offered in the experiment. This is in line with the empirical results obtained by Gine et al. 

(2008) and Cole et al. (2009), who find that membership in social groups increases the take-up of index insurance by 

farmers in rural India. Additionally, the results in Table 7 show that subjects who are not household heads tend to 

purchase more index insurance in TIX . This may be because those subjects who are answerable to their household 

head – and probably have to give most (or all) of their experimental earnings to their household head – are averse to 

returning with little (or no) money from the experiment (other than the participation fee) and thus are more likely to 

choose safer options that imply more index insurance take-up. In line with this explanation, the fraction of experimental 
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earnings kept by the subject has a negative and statistically significant impact on index insurance take up in the TI X 

specifications that include session controls. 

Columns (3), (4), (7) and (8) of Table 8 show that farmers tend to choose more index insurance in TGX , as compared to 

subjects whose primary occupation is not farming. Since index insurance is most needed by – and aimed primarily at – 

farmers, this might be an indication that farmers better understand and are able to relate to the concept of index 

insurance, or that farmers are signalling the need for such an insurance product. 

We also note that the coefficient estimates do not differ in sign between the OLS and Ordered Probit models. 

Furthermore, while the addition of session controls increases the R-squared (for the OLS estimations) and the maximum 

value of the log-likelihood function (for the Ordered Probit estimations), it does not considerably alter the estimates for 

the statistically significant results. These factors give us confidence about the robustness of the results found in this 

section, relating to the determinants of index insurance. 

 

4.3 DETERMINANTS OF RISK AVERSION AND INDEMNITY INSURANCE TAKE-UP 

We now turn our attention to the decisions made by subjects in the benchmark decision problem B and the two 

indemnity insurance problems, TIM and TGM , to test which of the factors mentioned above also impact risk aversion 

and indemnity insurance take-up. In line with the work of Harrison and Rutstrom (2008), we use two models to 

evaluate risk attitudes and indemnity insurance take-up – an interval regression model and a structural maximum 

likelihood model. 

It should be pointed out that decision problem B differs from decision problem TIM and TGM in two important ways. 

First, B is framed in the gain domain while decision problem TIM and TGM are framed in the loss domain with the initial 

endowment of 65 Birr provided up-front at the start of the decision problem. Harbaugh et al. (2002) note that could 

there could be significant framing effects which cause subjects to play decision problems framed in the gain and loss 

domains differently. Second, B is a simple Binswanger (1980) lottery, while decision problems TIM and TGM are more 

complicated decision problems involving indemnity insurance decisions and require a greater level of understanding 

than B. Given that both these factors could significantly impact, and cause to differ, the decisions people make in 

them, we analyze the decisions from B in a separate specification from that used to analyze problems TIM and TGM . 

That is, for both the interval regression model and the structural maximum likelihood model, we analyze the data from 

B and that from TIM and TGM (together) in separate specifications. 

If we assume subjects have a CRRA utility function given by equation (1) then each choice in the problems B, TIM and 

TGM implies a choice of, and corresponds to, a particular range of the coefficient of relative risk aversion r (see 

rightmost column of Tables 2 to 5)16 We allow r to differ between individuals on the basis of all the characteristics 

used to describe the take-up of index insurance in Section 4.2. The only difference is that the square of wealth is no 

longer included as an explanatory variable, as wealth is not expected to have a non-linear effect on risk aversion and 

indemnity insurance take up; additionally, Harrison and Rutstrom (2008), who use an interval regression model to 

analyze risk attitudes, using data from experiments conducted by Holt and Laury (2002) involving university students 

and employees in the United States, include only linear terms for wealth in their specifications estimating the impact of 

observable characteristics on risk aversion. 

Both models assume the core parameter r (higher values of which indicate more risk aversion) to be a linear function 

of the observable characteristics mentioned above.17 Also, both use a maximum likelihood estimator to obtain 

estimates of β, the vector of coefficients on these explanatory variable. Though we do not directly observe r for the 

subjects, for both models the coefficients on the explanatory variables are interpretable as if we observed r for each 

subject and estimated E(r|x) = xβ by OLS, where x is the vector of explanatory variables and is the vector of 

corresponding coefficients (Wooldridge 2002, Harrison and Rutstrom 2008). Thus the coefficient estimates are 

                                                 

16 It is important to note that we cannot use either of these models to analyze data from decision problems TIX or TGX, since there are certain 

choices in the problems which do not correspond to any level of r (see Tables 3 and 5). That is, certain choices in the index insurance problems are 
not optimal for any level of r; however, we still nd that a considerable number of people choose these options. This might indicate that subjects are 
not playing problems TIX or TGX, which are quite complicated, within the framework of EUT and CRRA utility. However, it may still be the case that 
the assumptions of EUT and CRRA utility hold for the simpler problems B, TIM and TGM. Therefore, in line with the work of other experimental studies 
(e.g Harrison and Rutstrom 2008, Harrison et al. 2010), we begin the analysis of problems B, TIM and TGM assuming EUT and CRRA utility, and then 
go on to explore the validity of alternate models to EUT (see Section 4.4). 
17 Individuals with r < 0, r = 0 and r > 0 are said to be risk loving, risk neutral and risk averse, respectively. 
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interpreted as the impact of the observable characteristics on risk aversion for B, and on both risk aversion and the 

corresponding indemnity insurance take-up for TIM and TGM . B is simpler, easier to understand and has no insurance 

take-up aspect to it therefore, it only has a risk aversion interpretation and such Binswanger lotteries (framed in a gain 
framework) have been used in numerous experiments and surveys to gauge risk aversion. However, decision problems 

TIM and TGM are framed in the loss framework, are notably more complicated and are framed in order to highlight the 

insurance take-up aspect. Thus, though the choices in these problems imply (implicitly) choices of r, it may not be 

appropriate to use these problems to simply calibrate the level of risk aversion, and it is important to consider what 

these choices imply in terms of both insurance take-up and risk aversion r. 

As mentioned in Section 3.1 for the case of CRRA utility, subjects with higher wealth, as measured by total livestock 

units, are expected to be less risk averse.18 Additionally in an experimental setting where each subject is given an 

initial endowment of 65 Birr to buy insurance in the problems, we do not expect wealth to have a direct impact on 

insurance take-up through affecting credit and liquidity constraints, as is expected in the field. Therefore, the impact of 
wealth on insurance take-up is through the effect of background wealth, that is wealth excluding the lottery choice 

provided in the experiment itself, on risk aversion, which in turn impacts insurance take-up. Given this, the traditional 

insurance theory informs us that the take-up of indemnity insurance should be increasing (monotonically) in risk 
aversion, and thus decreasing (monotonically) in wealth. Similarly, as mentioned in the data section, for a particular 

decision problem, all subjects face the same risky outcomes and are given the same choices, but differ significantly in 

the background risk they face. If individuals have risk vulnerable preferences, then an increase in background risk 

increases the risk aversion of the indirect utility function – subjects who face more background risk would also exhibit 
more risk aversion in the experiment, demanding more indemnity insurance in the (Gollier and Pratt 1996). Therefore, 

we test this implication of background risk theory by testing whether the coefficient on the standard deviation of 

consumption (which we use to capture background risk) is positive and statistically significant in the interval regression 
and structural maximum likelihood estimations which are used to determine risk aversion and indemnity insurance take-

up in decision problems B, TIM and TGM . 

However, it may be the case that the standard deviation of consumption does not perfectly capture the total risk 

faced by households. Therefore, as a proxy for the level of risk facing the household, we use the membership of the 
subject’s household in risk-sharing groups, credit groups and its access to better risk pooling and informal insurance. 

We would expect that those subjects with better access to informal risk-coping mechanisms would be better able to 

cope with risk and thus have lower background risk.20 Additionally, Dercon and Krishnan (2000) note that the 

household is an important institution for risk pooling, and significant risk sharing takes place amongst members of the 
same family through informal insurance arrangements. Furthermore, larger households are also expected to be better 

able to cope with risk than smaller households (Cox and Jimenez 1998). Thus, household size is not only an important 

control variable in this specification but in terms of background risk theory, being in a larger household is expected to 
have an effect on insurance take-up similar to being a member of more iddir, being a member of an equb and being 

able to obtain 100 Birr in the case of an emergency. Thus, background risk theory implies that, if standard deviation 

of consumption does not perfectly capture all of the risk facing households, then the coefficients on the ‘number of 

iddir’, ‘if equb’, ‘can obtain 100 Birr’ and ‘household size’ variables should be negative – greater values of these 
variables implies better access to informal risk coping mechanisms and lower background risk, thus should be 

associated with lower insurance take-up and lower risk aversion in the problems. 

On the other hand, as referred to in Section 2.3, the technology adoption literature suggests that those subjects with 
larger social networks and more prior experience with informal insurance have more information on, and a better 

understanding of, insurance and so would be more likely to purchase a greater amount of insurance in the experiment. 

Additionally, it could also be the case that those participants with greater background risk access more informal risk-

coping mechanisms, in order to protect themselves from income fluctuations in the absence of formal insurance. These 
arguments imply that the coefficients on the ‘number of iddir’, ‘if equb’, ‘can obtain 100 Birr’ and ‘household size’ are 

expected to be positive. 

Therefore, the access to risk-sharing networks and informal insurance could impact indemnity insurance take-up in two 
possible ways. Moreover, the background risk argument and the technology adoption theory imply very different 

impacts on insurance take-up, and the sign of the coefficient estimates of the above-mentioned variables will provide 

an indication of which effect dominates. However, most subjects have, in all likelihood, had some prior experience 

                                                 
18 We use livestock ownership as the only measure of wealth because of the issues associated with the use of land as a unit of wealth in rural 
Ethiopia, which are highlighted in Section 2.3. 
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with indemnity insurance; even though formal insurance is scarce in this region, almost all subjects have access to, and 

past experience with, informal insurance, which incorporates aspects of indemnity insurance.21 Thus, they probably 

have a better understanding of the concepts of indemnity insurance than those of index insurance. Therefore, given 

their past experience with important aspects of indemnity insurance, the technology adoption argument is probably 
not as appropriate for indemnity insurance as it is for index insurance, which is a relatively new product that the 

subjects have not had much exposure to in the past. Therefore, we expect the background risk effect to dominate and 

the sign on the risk sharing and informal insurance variables to be negative. 

Along the same lines, we also expect that subjects from households with higher wealth also have more precautionary 

savings, more assets to draw on when impacted by adverse shocks, and better access to credit and informal 

insurance mechanisms – therefore, wealthier households should be better able to cope with risk (Dercon and Krishnan 

2000), lowering their potential background risk. Therefore, this would strengthen the negative effect of wealth on risk 
aversion and indemnity insurance take-up in the experiment. 

Since B is a simple Binswanger lottery without any insurance take-up aspect to it, we do not have any prior 

expectation of the sign of the coefficients on the ‘understanding’, ‘financial literacy’, ‘if literate’ and ‘schooling 
obtained’ variables. However, for the other decision problems, the work of Gine et al. (2008) and Cole et al. (2009) 

suggests that the coefficients of these variables should have a positive sign, as they argue that lower cognitive ability 

hinders the understanding of insurance products and deters their take-up. On the other hand, the Clarke (2011a) 

model and the results in Section 4.2 indicate that low cognitive ability may not be a significant factor causing the low 
take-up of insurance products. In addition, we believe that since most subjects have had some experience with 

indemnity insurance (or important aspects of it), the level of measured education, financial literacy and understanding 

is not as important for take-up in the indemnity insurance decision problems, as compared to the index insurance 
problems. Therefore, the direction of the expected impact of cognitive ability on risk aversion and indemnity insurance 

take-up is ambiguous, and we can empirically test between the two arguments outlined above. 

In relation to the other explanatory variables in the analysis, we expect them to have conceptually similar effects on 

risk aversion and indemnity insurance take-up as on index insurance take-up, which are described in Section 4.2. The 
next two sub-sections provide the description, and present the results from the estimation of, the interval regression 

and structural maximum likelihood models. 

 

 

4.3.1 INTERVAL REGRESSION MODEL 

The interval regression model utilizes information of the bounds of risk aversion implied by the observed choices in the 

experiment (Harrison and Rutstrom 2008). Harrison and Rutstrom (2008) note that it is only suitable for analyzing 

choices under one-parameter utility functions, such as CRRA. It utilizes a maximum likelihood estimator and is similar to 

an Ordered Probit model but uses the implied values of r that each subject implicitly chose when they chose a 

particular choice as the latent variable – thus, it uses additional information on the magnitude of r, which is the implicit 

dependent variable and not just the ordinal value of the choice in the decision problem. However, the interval 

regression model makes the strong assumption that latent variable r, given the vector of explanatory variables x, 

satisfies the classical linear model predictions – without these assumptions the model does not consistently estimate x 

(Wooldridge 2002). Most importantly, as Wooldridge(2002) notes, it assumes that r|x ∼ Normal(xβ , σ2 ), where 

σ2 =Var(r|x). 

Table 9 presents the results of this interval regression analysis for decision problems B and TIM and TGM, 

both with and without session controls. The results in columns (1) and (2) of the table suggest that subjects 

with greater wealth have a higher coefficient of relative risk aversion r, as measured by choices in B. 

The estimate of the coefficient on total livestock income is negative and significant at the 10% level in 

column (1) and at the 5% in column (2) when session controls are included. The estimates in columns (1) 

and (2) indicate that a one unit increase in the total livestock units (or the addition of the TLU equivalent 

of one ox) reduces the r measured in B by 0.13 and 0.175, respectively. Also, for B, the coefficient 

estimates of the standard deviation of consumption are positive and significant (at the 5% level), 

supporting the argument that subjects from those households that face more background risk display a 

higher level of risk aversion in the decision problem. These estimates indicate that an increase in the 

standard deviation of consumption by 100 Birr raises r by around 0.14. For decision problems TIM and 

TGM, however, the coefficient estimates of wealth and standard deviation of consumption are of the 
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wrong sign, but are not statistically significant at the 10% level. 

The coefficient estimate of the number of iddir is significant and negative in column (3), indicating that 

membership to an additional iddir lowers the indemnity insurance take-up in problems TIM and TGM , and 

lowers the implied r by 0.245; however, this result is no longer significant when session controls are 

added. The results in column (2) indicate that being in an equb and having access to 100 Birr in the case 

of an emergency reduce the subject’s risk aversion r (as implied by their choices in B) by 0.87 and 0.62 

respectively. The coefficient estimate of household size is also negative and significant in both 

specifications for B – the estimates in columns (1) and (2) indicate that an increase in household size by 

one member decreases r by approximately 0.2. These results – coupled with the fact that 13 out of the 

16 coefficients on these four variables in all specifications are negative – provide evidence for the 

validity of the background risk argument, as opposed to the technology adoption hypothesis. They 

indicate that the standard deviation of consumption probably does not capture all the risk facing the 

household, and access to informal risk-coping mechanisms lowers the background risk faced by 

household, thus lowering risk aversion and insurance take-up in decision problems B, TIM and TGM . 

The results in column (1) and (2) show that literate subjects have a higher CRRA coefficient r that is 

approximately 1.1 higher than illiterate subjects, ceteris paribus – these results are statistically significant 

at the 10% level. The coefficient estimates on the financial literacy variable in columns (3) and (4) are 

positive and significant at the 1% level indicating that increased financial literacy raises indemnity 

insurance take-up. However, none of the other cognitive ability coefficient estimates are statistically 

significant in the specifications for TIM and TGM; this may suggest that financial literacy is the aspect of 

cognitive ability that matters for understanding, and purchasing, indemnity insurance. The estimates show 

that answering an additional financial literacy question increases the r implied by the choices in the 

decision problems by 0.85. The coefficient on the fraction of earnings kept by the subject is negative in 

all specifications but statistically significant (at the 10% level) only in column (2) – these results are 

consistent with the hypothesis that those individuals who keep a smaller fraction of the experimental 

earnings for themselves tend to choose safer options in the problems. 

We also observe in column (1) that women have a coefficient of relative risk aversion r that is around 

one lower than men (as implied by their choices in B) – the coefficient estimate of the ‘if female’ dummy is 

significant at the 10% level in this case, but is no longer statistically significant when session controls are 

added.22 Columns (3) and (4), however, show that women purchase more indemnity insurance in 

decision problems TIM and TGM. The estimates show that women have an r implied by the choices in TIM 

and TGM that is over 1.7 more than men. These apparently contradictory results highlight two important 

aspects that must be considered when analyzing choices from decision problems B, TIM and TGM . Firstly, 

we must keep in mind that the B is very different to TIM and TGM in framing and the inclusion of the 

insurance aspect. Therefore, it would not be surprising to find that subjects play these decision problems 

very differently, implying coefficients estimates of differing sign and magnitude in the specifications 

involving choices from B as compared to those involving choices from TIM and TGM. Secondly, B is much 

simpler and has been used in many studies to measure r; thus, we should rely on specifications from B, 

rather than TIM and TGM, to estimate the r and the impact of observable factors on r. In other words, our 

interpretations of the impact of observable characteristics purely on risk aversion r should be derived 

from the coefficient estimates of the specifications involving B, as the explanatory variables in these 

specifications can be considered solely as determinants of risk aversion r. Since TIM and TGM have a 

significant insurance take-up aspect, the coefficients in specifications involving these two problems might 

capture the effect of the observable factors on both risk aversion and indemnity insurance take-up. 

Therefore, we must be cautious about considering the observable factors in the specifications involving 

TIM and TGM as purely determinants of risk aversion r (even though each decision problem choice implies 

a range of r), and must also consider them to be determinants of indemnity insurance take-up. 

This issue is once again highlighted in Figure 4.3.1, where we plot the distribution of the predicted CRRA 

coefficients from the interval regression model. The average r for the B specifications with and without 

controls is 1.44 and 1.45 respectively. To put these estimates into perspective, we note that Harrison 

and Rutstrom (2008) survey a number of important experimental studies and find that most of them 

predict an average r between 0 and 1. In particular, Harrison and Rutstrom (2008), in their interval 

regression analysis of the Holt and Laury (2002) data, find an average predicted r in the region of 0.5. 

In relation to the r estimated in developing countries, Botelho et al. (2005) obtain an estimate of r of 
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around 0.6, when analyzing experimental data from Timor-Leste. Therefore, the estimates of r obtained 

from B specification indicate a rather high level of risk aversion as compared to other experimental 

studies. However, they are not unrealistically high, given that the amount at stake in the decision 

problems (50 Birr) is significant – it is equivalent to between two and three days casual farm labour in 

the areas the experiment was conducted. Harrison and Rutstrom (2008) note that measured risk aversion 

is higher for experiments involving larger payoffs. 

On the other hand, the average implied r for the TIM and TGM specifications with and without controls is 

4.15 and 4.58 respectively. These estimates indicate an improbably and unreasonably high level of risk 

aversion for subjects in the experiments, especially when we them to the r estimated in most other 

experimental studies (Harrison and Rutstrom 2008). This suggests that for the interval regression model, it 

may not be appropriate to interpret the coefficient estimates from the specifications involving TIM and 

TGM as the impact of the explanatory variables solely on risk aversion, since the magnitude of the 

estimated impact is probably misleading, even though the sign of the impact may be consistent. Other 

studies using the interval regression model (e.g. Coller and Williams 1999, Harrison and Rutstrom 2008) 

draw on experimental data from simpler decision problems which involve only choices between gambles 

in the gain framework (along the lines of B) and do not include more complicated aspects such as 

insurance take-up. 

In the next section, we estimate similar specifications using the structural maximum likelihood model 

specified in Harrison and Rutstrom (2008), for determining the impact of observable factors on risk 

aversion and indemnity insurance take-up. 

 

4.3.2 STRUCTURAL MAXIMUM LIKELIHOOD MODEL 

The structural estimation model, along the lines of Harrison and Rutstrom (2008), is outlined below. Following 

Harrison and Rutstrom (2008), the expected utility EUi for each potential choice of each lottery is calculated 

according to equation (2), where r is taken to be a linear combination of the observable factors mentioned 

earlier. Therefore, r = βx. The index ∆EUi is then calculated for each lottery choice i as follows: 

 

(9) 

 

(10) 

 

The latent index ∇EUi , based on latent preferences, is in the form of a probability, and thus can be directly 

linked to the observed choices (Harrison and Rutstrom 2008). Therefore, the probability of a subject choosing 

lottery choice i is given by ∇EUi . Given the observed choice ya of individual a (ya ∈ {1, 2, 3, 4, 5, 6}), the log-

likelihood of the observed responses, conditional on EUT and CRRA utility, is: 

 

(11) 

where x is the vector of observable individual characteristics. N , the total number of subjects, is 

378 for B, 136 for TIM , 120 for TGM , 258 for TI X and 242 for TGX .  

 

The log-likelihood function ln LEU T is therefore maximized with respect to β (where r = βx) to yield maximum 

likelihood estimates of the coefficients of the observable characteristics.  

 

The above procedure describes how the structural maximum likelihood estimates are obtained using data from 

a single decision problem. To extend this procedure to multiple decision problems we make the strong assumption 

that the observed choices for an individual are independent across problems. Then, we obtain the maximum 

likelihood estimates of β from the maximization of the joint log-likelihood function (with respect to β ): 

(12) 
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y
where EU is the expected utility from lottery choice of individual a in decision problem b. Thus, we can restrict this 

specification to as many of the problems as we want – for the structural maximum likelihood estimates obtained in this 

section, we perform the above procedure with data from B and then with data from problems TIM and TGM . In Section 

4.4 we then apply the procedure with data from all insurance problems. 

The maximum likelihood optimization routine converged nicely in the specification for B, using all the observable 

characteristics as in the interval regression model.23 However, the optimization routine did not converge when 

data from problems TIM and TGM were analyzed using all of the observable characteristics. These convergence 

problems are probably because of the smaller sample size of individuals who played TIM and TGM as compared to 

those who played B – while all the 378 subjects in the experiment played B, only 256 (in total) played TIM and 

TGM . It must be noted that when Harrison and Rutstrom (2008) analyze data from different experiments using 

this estimation procedure, they have a much larger sample of individuals and use a much smaller set of 

observable characteristics. For example, when they use the structural maximum likelihood estimation on data 

from the experiments of Harbaugh et al. (2002), they only use sex, age and order controls as determinants of 

r. Additionally, Harrison et al. (2010), using the same model on data from Ethiopia, India and Uganda, include 

only age, sex, education, household size and location and order controls as explanatory variables. 

On the other hand, Harrison and Rutstrom (2008) report that the interval regression model is a more stable, 

robust statistical model and thus more appropriate for estimating detailed models where r is allowed to vary 

with a rich set of observable characteristics – when analyzing the Holt and Laury (2002) data using this model, 

they include a far larger set of observable characteristics to explain variation in r between individuals, including 

wealth, race, marital status, order and session controls. This may explain why the optimization routine for the 

interval regression model faces no convergence problems when a large set of observable characteristics is used, 

but that for the structural maximum likelihood model does face these problems. 

Therefore, following Harrison and Rutstrom (2008), we use a smaller set of observable char- acteristics when 

applying the structural maximum likelihood estimation procedure to data from TIM and TGM . This set is chosen 

by first including the most important variable (or the variable with the most variation, and thus best able to 

discriminate between individuals) of each of the following groups of observable characteristics: wealth, 

background risk, membership of social groups, cognitive ability and demographic controls. Then, after choosing 

one variable from each of these groups to include in our specifications, we add other variables from the groups 

until the point where the optimization process breaks down. While this is clearly a rather ad-hoc method, it 

allows us to include the richest possible set, which permitted convergence, of ob- servable characteristics in the 

analysis of data from TIM and TGM , including what we believe to be the most crucial individual characteristics for 

explaining risk aversion r. Therefore, the basic set of characteristics included is standard deviation of 

consumption, the number of iddirs a household is a member of, years of schooling obtained, household size, age, 

sex and whether the subject is a household head or not. In addition, adding the understanding variable (from 

the cognitive ability group) did not lead to convergence problems, and hence it is included in the structural 

maximum likelihood specification for TIM and TGM .Table 10 presents the results for the structural maximum 

likelihood estimation. Columns (1) and (2) present the results of the analysis for B, using all the observable 

characteristics without and with session controls, respectively. Column (4) shows the results for TIM and TGM, using the 

smaller set of observable characteristics. Column (3) presents the results for B using the same observable 

characteristics as used for TIM and TGM , in order to compare results from B and TIM and TGM more directly. Table 10 

shows once again that lower wealth leads to safer choices chosen in B, TIM and TGM . Columns (1)-(3) show that 

subjects that own more total livestock units exhibit more risk aversion in B – a one unit increase in total livestock 

units is estimated to decrease r by 0.03. Additionally, these columns also show that an increase in 

background risk increases the risk aversion implied by choices in B an increase in the standard deviation of 

consumption by 100 Birr increases r by around 0.017. While these results are statistically significant and of the 

same sign as the interval regression results, they are of smaller magnitude. Column (4) shows that an increase in 

total livestock units also leads to a reduction in indemnity insurance take-up in TIM and TGM , and a decrease in 

the implied r. This result is of similar magnitude to the results from the interval regression estimation for TIM and 

TGM . The results in columns (1) and (2) also show that subjects in households that are members of an equb 

group have a lower r, as implied by their choices in B. This is in line with the interval regression results which 

indicate that those households with greater access to informal credit and insurance groups have lower 

background risk, and hence choose riskier options in B, thus exhibiting a lower r. Similarly, the statistically 

significant negative coefficient estimate of household size in columns (1)-(4) indicate that those subjects from 
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bigger households, which are better able to pool risk, choose riskier options in the three decision problems, opting 

for lower levels of indemnity insurance in TIM and TGM and exhibiting a lower r. However, these estimates also 

have lower magnitude than the corresponding interval regression estimates. 

 

Older subjects also seem to have a higher r, as implied by their choices in B. However, while the coefficient 

estimates of age are positive and statistically significant at the 1% level in columns (1)-(3), they are rather small 

in magnitude, indicating that a one year increase in age increase r by approximately 0.004. These estimates 

are of the same order of magnitude as those obtained by Harrison and Rutstrom (2008), who find that a one 

year increase in the age of the subject increases r by 0.014, when analyzing data from the Harbaugh et al. 

(2002) experiments using the same structural maximum likelihood model; meanwhile, Harrison et al. (2010) find 

that an increase in age by one year lowers r by 0.006. Additionally, the columns (1) and (2) show that women 

have a lower than men r by 0.195 and 0.145, respectively. This is in line with the results of Harrison et al. 

(2010), who also find that women are less risk averse than men, in their analysis of experimental data from 

developing countries using the same structural model. On the other hand, column (4) shows that women take up 

more indemnity insurance than men in TIM and TGM . These results are also in line with the interval regression 

results, which show that women exhibit less risk aversion in B, but choose more insurance in TIM and TGM. Column 

(1) of the table shows that literate subjects have a lower r by 0.2 as compared to illiterate subjects, but an 
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increase in schooling by one year raises r by 0.01. Column (4) indicates that, for TIM and TGM, better 

understanding increases indemnity insurance take-up, but an increase in formal education obtained decreases 

insurance take-up. Thus, we do not find strong evidence to support the hypothesis that low cognitive ability is a 

major cause of low insurance take-up in developing countries. Households heads seem to display less risk 

aversion in B, but buy more indemnity insurance. This once again highlights that subjects play TIM and TGM quite 

differently from B. It must also be noted that the magnitude and statistical significance of all the estimates do 

not vary greatly for B when using the complete set of observable characteristics or the truncated set. The 

distributions of r predicted by each of the four specifications are presented in Figure 4.3.2. The average r is 

0.58, 0.57, 0.55 and 3 for specifications (1), (2), (3) and (4) respectively. As with the interval regression model, 

the estimate of r implied by choices in TIM and TGM is significantly greater than that implied by choices in B. For 

both decision problems, however, the estimates of r are lower than those obtained from the interval regression 

model. The r estimated from the subjects choices in B, in the range of 0.5-0.6, is similar to the estimate of r 

(0.48) obtained by Harrison and Rutstrom (2008) and that (0.54) obtained by Harrison et al. (2010), where 

both studies use the same structural maximum likelihood model.  

 

 

 

 

4.4 COMPARING THEORIES OF CHOICE 

We now extend the structural estimation model of Section 4.3.2 to other models of decision under uncertainty, using 
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data from all insurance decision problems. Specifically we apply data from all insurance decision problems to the five 

specifications of Table 11, excluding all covariates from the analysis. 

Specification A is the EUT specification of Section 4.3.2, run for all data from all insurance decision problems and with 

no individual covariates. The coefficient of CRRA is estimated to be 0.774, broadly similar to that estimated by other 

studies. This coefficient may be directly compared with the coefficient of 0.891 reported by Harrison et al. (2010) for 

Ethiopian subjects in a traditional laboratory experiment, framed in the abstract. Specification B is the RDU 

specification with Prelec probability weighting function (5). As in Section 4.3.2 for EUT, we may construct the log 

likelihood function ln LRDU as follows: 

 

(13) 

 

(14) 

 

(15) 

 
:where RDUi is defined in equation (3). 

 

As shown in Table 11, the joint maximum likelihood estimates for r and φ are 1.016 and 

2.211. We may similarly construct the log likelihood function for the Tversky and Kahneman (1992) probability 

weighting function, replacing ωP for ωT K and φ for γ , yielding joint maxi- mum likelihood estimates for r and Y of 

0.938 and 2.156. As can be seen in Figure 7 plots, both estimated probability weighting functions are S-shaped with 
convex weighting for low probabilities and concave weighting for high probabilities, rather than the more usual 

inverse S-shape. Moreover the S-shapes are statistically significant: Wald tests of the null hypotheses that there is no 
probability weighting (φ = 1 and γ = 1) have p-values of 0.000, and we may reject the nulls in the direction of φ > 

1 and γ > 1. 
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This finding is not surprising given the data; a large number of participants purchased more index insurance than is 
consistent with EUT or RDU with an inverse S-shape. Moreover, it is consistent with Humphrey and Verschoor (2004a), 
Humphrey and Verschoor (2004b) and Harri- son et al. (2010) who find an S-shaped probability weighting function in 
traditional laboratory experiments, framed in the abstract and with samples drawn from developing country. 

Specification D is the MV specification. As above we may construct the log likelihood function in LRDU as follows: 

(16) 

 

(17) 

 

(18) 

 

where M Vi is defined in equation (7). The joint maximum likelihood estimate of 0.029 for b is not particularly pertinent 
since what we are most interested in is whether MV explains the data better than RDU or EUT. Unlike EUT and RDU, 
MV and RDU are not nested models and so we may not use the above procedure to discriminate between the models. 
However, we may estimate a mixture model for which MV, RDU and SEU are all special cases. 

Following Harrison and Rutstrom (2009) let πRDU denote the probability that the RDU model is correct and πMV = 

1 − πRDU the probability that the MV model is correct. Then the grand likelihood can be written as: 
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(20) 
This log-likelihood is then maximized over all insurance decision problems, with estimated parameters reported in 

specification E of Table 11. Interestingly, the estimate for Y is statistically indistinguishable from unity (with p-value of 
0.131) and so the data features that probability weighting was picking up in specifications B and C appear to be 
more naturally explained by allowing MV to partially describe the data generating process. As one would expect, 

given the theoretical predictions of EUT and observed behaviour in index insurance treatments we are able to reject 
EUT for either RDU with an S-shaped probability weighting function or MV. Moreover, a mixture model of MV and 
SEU appears to explain the data better than any other combination of MV, SEU and RDU. 

 
 

4.5 INDIVIDUAL AND GROUP 

As mentioned in Section 2.2, for both the index and indemnity insurance decision problems, a group and individual 
version was conducted. In the individual versions, subjects are exposed to own risks and can purchase insurance to 
match their own risk. In the group versions, subjects split losses evenly with a partner and may choose the amount of 
insurance they would like the group to purchase. Clarke (2011b) notes that for the case of index insurance, if 
individuals can soak up some of the basis risk by pooling the idiosyncratic risk with other group members, then the 
payouts from the index insurance product are more highly correlated with the group’s losses than the individual’s losses. 
Given the lower net basis risk associated with being a member of an idiosyncratic risk-pooling group, individuals would 
be expected to buy more insurance in the group decision problems than in the individual decision problems for the 
index insurance product. However, CRRA utility maximizers would choose lower insurance cover when in a group, as 
compared to the optimal amount they would choose individually. This is consistent with Gollier and Pratt’s (1996) 
theory of risk vulnerability whereby the reduction of a zero mean background risk reduces indirect risk aversion19 

However, the magnitude of the difference between group and individual insurance take-up is predicted to be much 
smaller in the case of indemnity insurance than index insurance. Both predictions are highlighted by Figure 3 which 
shows that along the dotted line representing EUT theory with CRRA utility, individuals should chose more (less) 
insurance in the group decision problem than the individual decision problem in the case of index (indemnity) insurance. 
However, as can also be seen from Figure 3 this result is reversed if individuals subjectively weight probabilities with a 
sufficiently high enough, that is an S-shaped weighting function with sufficient curvature. 

In order to highlight any systematic differences in take-up between group and individual insurance, we run the same 
OLS and Ordered Probit specifications listed in Section 4.2 using (1) decisions in TIM and TGM as the dependent 
variable and (2) decisions TIX and TGX as the dependent variable. However, we add, as an explanatory variable, a 
dummy which equals to one if the decision is from a group problem and zero if it is from an individual problem. Thus, a 
positive coefficient estimate on this variable would indicate that participants choose more insurance cover in the group 
decision problems than the individual decision problems. The results of the specifications for the indemnity insurance 
decision problems are presented in Table 12, while those for the index insurance specifications are presented in Table 
13. We observe that in Table 12, the coefficient estimate on the group dummy for indemnity insurance is insignificant 
when session controls are not included, but is positive and significant at the 1% level for both the OLS and Ordered 
Probit specifications when session controls are included. This provides some evidence that individuals choose more 
indemnity insurance cover in the group decision problem than the individual decision problem. This is contrary to 
theoretical predictions of EUT with CRRA utility, but consistent with REU with an S-shaped probability weighting 
function. 

However, Table 13 shows that in the case of index insurance, participants chose more insurance cover in the group 
decision problem – this is indicated by the positive coefficient estimate of the group problem dummy in all four 
specifications, which is statistically significant at the 10% level in both specifications where session controls are 
included. This is in line with the theoretical predictions of Clarke (2011b). Therefore, we have some evidence that 
selling index insurance to groups might lead to greater take-up, as individuals are able to lower basis risk associated 
with index insurance by pooling idiosyncratic risk within the group. However, both these results indicate the importance 
of further analysis on the subject, and also highlight the importance of testing alternative theories of individual choice. 

 

 

                                                 
19 CRRA preference satisfy risk vulnerability (Gollier and Pratt 1996). 
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4.6 ROBUSTNESS CHECKS 

There is a concern that outliers in the ERHS data on livestock and land may be driving the results involving these two 
variables; according to Chambers and Skinner (2003) this is often a worry when using survey data. One way to 
mitigate this problem is to use the logarithm of the variables instead of the levels. However, all the specifications used 
to determine the observable factors that impact risk aversion and the take-up of index and indemnity insurance 
produce similar results when the logarithm of these variables are used in the specifications instead of the levels. This 
indicates that the results obtained from these specifications are probably not driven by outliers in the wealth measures. 
Additionally, as indicated by Harbaugh et al. (2002), there is a concern that the choices of individuals, and thus our 
inferences in this study, are greatly affected by the order of decision problems played by the individual. Therefore, as 
a robustness check, we restrict our dataset to only include the choice from the first decision problem played by each 
individual. Then we re-run all our specifications, including the risk aversion and take-up specifications as well as the 
maximum likelihood specifications which test between the different theories of individual choice, using this truncated 
dataset. However, we find no notable differences in the results from the specifications using this dataset and those 
obtained using the original dataset, indicating that our results, and subjects’ choices, are not purely driven by the order 
in which decision problems are played. 
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5 SUMMARY, DISCUSSION AND CONCLUSION 

Recent empirical work on agricultural insurance in developing countries has focused on analysing the actual purchase 
of weather index insurance policies by poor farmers. However, without an objective joint distribution of losses and 
claim payments, analysis is limited to understanding who purchases rather than the more fundamental question of how 
observed purchase relates to ‘rational’ purchase (Clarke 2011a). 

In this study we use data from the ERHS panel survey and a novel framed laboratory experiment conducted in rural 
Ethiopia to analyze the following questions: (1) What are the determinants of index insurance take-up and, in particular, 
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what is the relationship between index insurance take-up and wealth? (2) What are the determinants of risk aversion 
and indemnity insurance take-up? (3) Is there evidence that purchase of index insurance is irrationally low relative to 
purchase of indemnity insurance? (4) Does expected utility theory describe insurance decisions well or do alternate 
theories of choice, such as rank dependent utility, perform better? (5) Is insurance purchase higher when individuals 
pool risk with each other than when they do not? 

We find evidence that the relationship between index insurance take-up and wealth is nonlinear, and subjects with 
intermediate levels of wealth have the highest take-up, with low demand for index insurance from the poorest and the 
richest. This is consistent with the hump-shaped theoretical relationship between index insurance take-up and wealth 
derived by Clarke (2011a) in an expected utility framework, and is inconsistent with predictions from the mean 
variance theoretical model of Gine et al. (2008). We do not find strong evidence that schooling, understanding of the 
decision problems or financial literacy increase index or indemnity insurance take-up, suggesting that the low levels of 
index insurance take-up found by Gine et al. (2008) and Cole et al. (2009) are not a result of low cognitive ability or 
poor understanding of financial products. 

We also find that background risk significantly impacts indemnity insurance take-up. Subjects with greater background 
risk and less access to informal insurance and credit to cope with this risk exhibit greater risk aversion and indemnity 
insurance take-up in the decision problems. This is broadly in line with Gollier and Pratt’s (1996) theory of risk 
vulnerability. Additionally, it seems that participants choose more insurance cover in the group index and indemnity 
decision problems than in the individual decision problems. Also, men and women seem to make choices about 
insurance quite differently, and have systematically differing choices in most of the decision problems. 

Following Harrison and Rutstrom (2008), we use the interval regression model and structural maximum likelihood model 
to explore the determinants of risk aversion. Though we find that most coefficient estimates have the same sign in the 
results from both models, the magnitudes of the estimates (and thus of the average predicted r) can differ greatly. This 
indicates, as noted by Harrison and Rutstrom (2008) as well, that parametric assumptions made by the models matter a 
great deal for the estimation of risk attitudes using these models – these assumptions, and their consequences, need to 
be explored in more detail and further work is required to determine which model is more appropriate for analyzing 
the determinants of risk aversion and indemnity insurance take-up. Also, we need to explore in more detail why the 
structural maximum likelihood estimation technique encounters convergence problems when using a large set of 
observable characteristics to explain r, unlike the more robust interval regression model, and how the convergence 
issues relate to the different assumptions made by both models. These are interesting avenues that could be explored 
in future research. 

Finally, we find that purchase of indexed insurance products in our experiment is systematically higher than the generic 
financial advice of Clarke (2011a); in the simplest index insurance decision problem 66% of subjects purchased an 
inadvisably high level of cover, purchasing more cover than would be optimal for any decision maker with risk averse 
DARA preferences over aggregate wealth. Whilst the data can be better explained by RDU with an S-shaped 
probability weighting function that underweights extreme events, there is no evidence of demand for index insurance 
being lower than rational demand. 

Development economists and insurance practitioners are rightly excited about the potential for agricultural insurance 
to substantially increase welfare for many of the world’s rural poor (Banerjee 2002, Collins et al. 2009, Karlan and 
Morduch 2009). However, voluntary purchase of unsubsidised products remains low, despite recent innovations in the 
use of indices in product design (Skees et al. 1999). All too often this low demand is attributed to poor ‘behavioural’ 
decision making on the part of farmers, without proper consideration of whether the product provides good value to 
rational farmers. Subjects in the present experiment did suffer from behavioural biases, but these led to an inadvisably 
high level of index insurance purchase, lending support to the suggestion of Clarke (2011a) that the low observed 
demand for weather index insurance from poor farmers may be rational, or even too high. 
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